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Abstract: Of the three types of creuitly (combinational, gploratory and transformational),
only the first has been significantly illuminated by neuroscience. Aad that is not fully
understood in neural terms. The otheo &e even more recalcitrant. This is due to thefitifilty

in defining the styles of thinking, and in identifying theieus computational processes that are
involved. One ky problem is the fact that hierarchical systems cannot yet teetieély
simulated in connectionist models.

I: Just what sort of mystery isthis?

Many people, still under the influence of nineteenth-century Romantic viewsvdehat
creatvity is a mystery foreer beyond the reach of science. Fheven believe, agan echoing
Romanticism, that i a ecial fculty confined to a tig elite. They are wrong. In &ct,
creatvity--that is: the ability to generate ideas/artefacts that ake saeprising, and &luable--is
an aspect of human intelligence in general (Boden 2004,2010). As ssighot€d both in our
material embodiment and in our sociocultural ceitand it depends on the brain. In other
words, it's an unsolved puzzle for neuroscientists, not an ineluctable mystery essentiatipcde
their grasp.

(A point of clarification: Discussions of creativity are often bedevilled by the discussants
adopting different senses of theond "new". An idea may be neto the person who has just
come up with it, een though it has occurred to countless other people in the past.chkthis
P-novelty: "P" for Psychological. Alternately, the idea may be me 0 far as is known, to the
whole of human historyThis is H-nwelty: "H" for Historical. Depending on which sense of
"new" is involved, a n& idea may or may not count as H-cre#yi But it alays exemplifies P-
creativity, of which H-creativity is clearly a special case. From the psycholsgisint of view,
and from the neuroscientists’ perspeetdso, the fundamental phenomenon that needs to be
explained is P-creatity. Examples of H-creativity--some of which are mentioned Wwelmay
be especially interesting to us, as intellectually curious human beings. Bardéhscientifically
relevant primarily as instances of P-creativity: thdiistorical situation is not a matter for
neuroscience.)

If creativity is an unsolved scientific puzzle rather than an occult ameerigmatic mystery
it is nevertheless a puzzle that will be very hard to solve. In common parlance, tisea, it
"mystery".

The air of mystery is strengthened by the fact that introspection rarely helps. Artists, scientists,
and mathematicians often report thatytthave no idea hw they came up with their aluable
new ideas. Someven use this phenomenological fact to suggest thaydidn’'t come up with
the nwel idea at all: rathersome ultrahuman, perhaps divine, power did so.yTioeget, of
course, that creativity is not unique in thigamel: introspection doesntell us hav we form



grammatical sentences, eitheor hov we interpret photographs as depicting specific scenes. In
general, much more goes on in our minds welloe level of consciousness than camee be
accessed by it. (Were that not so, dvieé @ralysed by informationverload.) Psychologydces
"introspectve nystery" in all areas of mental life.

The main difficulty in solving the puzzle of creativity is not--as is also widelyJselehat it
is unpredictable. Creativity is indeed largely unpredictable, for a number of different reasons
(Boden 2004: ch. 9). The most important reason is the enormous &dy@ed idiosyncrag,
of human minds, the detailed contents of which are largely unkngem te the indvidual
concerned. Marcel Proust himself couldhave predicted that a flood of memories would be
prompted by his eating the famous madeleine. As for third-party observemsif ¢which is
unlikely) someone had happened to wnthat he used to eat madeleines as a youth at his
grandmothes house, thg too would hae been unable to predict the host of mental associations
that were triggered by his eating theraiagin adult life. Even if only one thought is of interest,
psychological compbaty may hide it from view: the very best clinical psychologist may not
know whether or not Jo Bloggs will decide to commit suicide--still less just when, and ho

In one sense, this does put creativity outside the scope of scidnesver, that's no eason
for the scientist to despair--and no reason to mark creativityrofn other notionally less
mysterious, phenomena. Forsitot the aim of science to predict individualests--most of
which, unlike Jo Boggs’ suicide, are of no interest to usyway: we dont wantphysicists to be
able to predict the nvements of each grain of sand on the beacheltEi/the suicidal thoughts
are assigned some statistipabbability, this may not be calculated on purely scientific grounds:
Meehl 1954.) Occasionally events can be precisely predicted by science: think of a returning
space-capsule, splashing into the Pacific Ocean with rescue-ships already waiting nearby
Usually howeve, they cannot. Science in general isnfocussed on the prediction of
particularities, een though prediction is an important aspect of experimental method. Riather
seeks to she how ewents of a certain class goessible,and hev they are related to other sorts
of event, whether actual or merely conaable (Boden 2006: 7.iii.d).

Accordingly, a reuroscientific explanation of the puzzling phenomenon of eigatvould
shawv us how it is possibléor this still-mysterious phenomenon to occline common vie that
a gience of creatity could predict gery detail of creatie thought, thus making human artists
and scientists (andreryday punsters ...) redundant, is mistaken.

The "mystery" of creatity, as egads neuroscience, lies not in its unpredictability but in its
computational ariety As autlined in Section |l belw, there are sesral different types of
creativity, invdving distinct sorts of information processing. A satisfactory neuroscience of
creativity would hae o illuminate each one of these.

"lllumination”, here, means significantly more than locating the brain-areab/ed. In
general, a neuroscientifexplanation of a psychological phenomenon does not merely tell us
which parts of the brain, and/or which neuronal groups, aneeastien the phenomenon occurs.
Crucially, it tells uswhat the brain-cells a& doing, where this is understood not in terms of (for
instance) chemical changestlin terms of the computations, or information processing, that the
cells are performing (Boden 2006: ch. 14).



The computational psychologist John Mayhevhen explaining stereopsis, put itdikhis:
"Finding a cell that recognizes oaayandmother does not tell you very much more than you
started with; after all, you kmoyou can recognize your grandmoth@/hat is needed is an
answer to he you, or a cell, or anything at all, does it. The discy of the cell tells one what
does it, but not he it can be done" (Mayhe 1983: 214).

Even if the detailed neuronal circuitsvaived are knan, what the circuits a& doing may be
obscure. Thedy questions concern what information is reediand/or passed on by the cell or
cell-group, and he it's computed by them. Put anotheaythey concern "hav electrical and
chemical signals are used in the brain to represent and process informatoh"ad Sgev
1989: 1).

The lkey point of this paperthen, is that we need to kmavhat sort of information cessing
is involved in creatiity, to have ary hope of a neuroscientific explanation of it. And the
conclusion will be that we are at present within reach of suclk@aration only for one type of
creativity The others will be much more difficult nuts for the neuroscientist to crack.

[I: Thethreetypesof creativity

Creatvity can happen in three mainays, only one of which is typically recognized by people
trying to analyse it (including those experimental psychologists who specialize in this area).
Specifically creatvity may be combinational,xeloratory or transformational (Boden 2004:
chaps. 3-6).

These are distinguished by the sorts of psychological process thata@vednin generating
the nev idea. A satisfactory neuroscientific theory of creativity would needptai@ hav each
of the three types can come about.

Combinational creatity--which is usually the only type recognized in studies/definitions of
creativity--involves the generation of unfamiliar combinations arniliar ideas. In general, it
gives rise to a "statistical" form of surprise, dikhat experienced when an outsider wins the
Derby Everyday examples of combinational creativity include visual collage (ieréidements
and MTV videos, for instance); much poetic imagery; all types of analagypdl visual, or
musical); and the unexpected juxtapositions of ideas found in political cartoonsspapers.
Scientific examples include seeing the heart as a pump, or the atom as a solar system.

Exploratory and transformational credtly are different. Unlike the combinational ariety,
theyre both grounded in some previously existing, and culturally accepted, structured style of
thinking, or "conceptual space”. Of course, combinational ergatioo, depends on a shared
conceptual base--but this is, potentiallye entire range of concepts andrid-knowvledge in
someones mnd. A conceptual space, or thinking-style, is both more limited and more tightly
structured (often, hierarchically). It may be a board-game xmple (chess or Go, perhaps), or
a dass of chemical structures (aromatic molecules, for instance), or a particular type of music or
sculpture.

In exploratory creatity, the existing stylistic rules or ceentions are used to generatevelo



structures (ideas or arsafts), whose possibility may or may novédeen realized before the
exploration took place.dthe extent that it @s not, the ne structure will be not only satisfying
but surprising. A nev painting in the Impressionist style, awméenzene devative, or a rew
fugue or sonnet are all examples. So is the daily generationwvofsertences, fitting the
grammatical rules of the language in question.

Exploratory creativity can alsovalve the search forand testing of, the specific stylistic limits
concerned. Just which types of structure can be generated within this space, and which cannot?

Transformational creatity is the most arresting of the three. Indeed, it leads to "impossibilist"
surprise, wherein the me idea appears to be not merelyvwneot even merely strange, Ut
impossible. Seemingly it simply could not hae aisen--and yet it did. In such cases, the
shocking ner idea arose because some defining dimension of the style, or conceptual apace, w
altered--so that structures camnioe generated whicleould notbe generated before. The greater
the alteration, and the more fundamental the stylistic dimension concerned, the greater the shock
of impossibilist surprise.

For instance, imagine altering the rule of chess which says that pawhgucap’ over other
pieces: thg're naw alowed to do this, as knightsvedys were. The result ould be that some
games of chess could wobe gayed which were literallympossiblebefore. Or consider the
suggestion, ne in 1865, that the benzene molecule may be a ring of carbon atoms: a
topologically closed string, rather than-dildl previously described molecules--an open one.
Exploratory creatvity then took eer, as aganic chemists mapped the space of benzene
dervatives. (The later went on to ask whether the core of some ring-molecules might include
five @oms rather than six, and/or atoms of elements other than carbon. Whether one chooses to
call those tw questions "exploratory” or "transformational” is negotiable. The important point is
that they were both duen by ecific features of the benzene-space that had been explored for
some time.)

A comparable, and much more recemxiaraple concerns the shocking idea that some carbon
molecules may be hollo spheres. The éy transformation, here, was to consider atomic bonds
forming not just in one spatial dimension (as in a planar sheet of grapheaine) tHree. Whas
generally rgarded as the &y paper vas published in 1985 (Kroto et al. 1985). It reported
experimental research on carbaapours heated to thousands of degrees, in which various multi-
atom molecules (& mostly the soccer-ball C60, or Buckminster-fullerene) formed
spontaneouslySubsequenexXploratory creatvity synthesized mannew "fullerenes” of difering
shapes and sizes. These included open-ended or closed tubes (formed whereraeet of
nickel or cobalt atoms were added) that could act as molecule-carriers and electronic conductors,
so prwviding for a host of neel technological applications. This pioneering work led to a Nobel
prize eleen years later (Smale1996).

That work was rightly seen by the Nobel committee as "pioneering”, not least because of its
detail and systematicity (made possible by the teakvdopment of laser-instrumentation for
measurement). In fact, tvever, the central "shocking idea" had been suggested in 1970, by
chemists in Japan and in the UK. But &ismhen considered too bizarre to be accepi@dds)
by the scientific communityMoreover, a dosely similar idea, envisaging the addition of
impurities to a planar netwk of carbon atoms (and soon pointing out that the resultantahollo



molecules might carry other molecules inside them), had been published\axtl&ientistas

early as 1966--but the author had presented this as scientific fantasy rather than serious research
(Jones 1966; cf. Jones 1982: 118-119). Thele illustrates the ditulty, in mary cases, of

deciding whether a particular idea really isvnend/or really is valuable (see below).

In general (though less so in literature), transformational creativity is esteemed more highly
than the other twr varieties. The people whose names are recorded in the history books are
usually remembered ab® dl for changing the accepted styleypically, the stylistic change
meets initial resistance. And it often takes some time to be accepteds fbatbnder For
transformational creatity by definitioninvolves the breaking/ignoring of culturally sanctioned
rules.

However, novd transformations are relady rare. All artists and scientists spend most of
their working time engged in combinational and/or exploratory cnagti That’s eundantly
clear when one visits a painteretrospectie exibition, especially if the camasses are displayed
chronologically: one sees a certain style being adopted, and then explored, clarified, and tested. It
may be superficially tweaked (a different palette adopted, for example). Batlt'rarely that
one sees a radical transformation taking place. Simildudylist of a scientis$’ research papers
rarely includes a transformedi contribution: mostly scientists explore the implications of some
already-accepted idea. Even if that idea is itself transforepatid relatvely recent, it normally
prompts exploration rather than further transformation. That was so in the case of ring-
molecules, as weé ®en; and the case-history of the fullerenes provides further illustrations.

(Only very seldom does an individual scientist, or artist,erakre than one transformed
move. Picasso is an example from the arts, who pioneeredradedistinct styles wer his
lifetime. In science, the Crick-Watson team disged both the double helix and, avMeears
later, the genetic code.)

The sag of the fullerenes also illustrates thact that identifying a "crea" idea, or a
scientific "discoery”, is not alays straightfornard. Suchjudgments canwen be dfected by
national rvalries, not to mention social snobbery and personal jealousies (Schaffer 1994). The
identification of creativity ineverpurely scientific. Foren though science can occasionally
explain why we havecertain values (shininess, for instance--see Boden 200&) 8i cannot, in
principle, justify ary value. Morewer, our values often change: different social groups/sub-
groups, in differing times and places, may value verfeiht things. Because the notion of
positive valuations included within the concept of creaty, the class of "create" ideas is not
a matural kind. In other words, it is not a purely scientific concept.

It follows that neuroscience couldvee explain the origin of create ideas without some prior
(socially based) judgements identifyitigeseideas as creat, in contrast with others that are
merely nav. (Even novelty isn’'t always easily judged, as the case-history of the fullerenes
shows--see Boden 2006: 1.iii.f-g).

A final complication must be mentioned here. Namehat we naturally think of as a "single"
idea or artefact may wolve more than one sort of creaty. The three forms of creatty
distinguished abee ae analytically distinct, in that tggnvdve dfferent types of psychological
process for generating v ideas. But a gen artwork or scientific theory canwolve more than



one type. Thas$ partly why it's generally more sensible to ask whether this or dspectof the
idea in question is cread, and in what vay. A neuroscientific theory of creativity should be able
to shav how the three forms of creativity can be integrated, as well asthey can function
independently.

[11: What might neuroscience haveto say?

Theres no dubt that neuroscience could help towhmw combinational creativity is possible.
Indeed, it already has. Neurological studies, and computer models, of agsauogtiory hae
already thrown light on the mechanisms underlying much poetic imagery.

The richness and subtlety of these associatioves lbag been appreciated by literary scholars.
The best example, here, is John Livingstone Lowes’ (1930) masterly literary \cetsoty
tracing the detailed origins of Samuel Taylor Coleridgeiagery inThe Ancient Marineand
Kubla Khan(Boden 2004: ch. 6). In relation to the pessimism about particularism expressed in
Section I, its worth mentioning that this author had access not only to the whole of Coleridge’
eclectic library Int also to his commonplace books for the eighteen months during which these
poems were written, in which he had jotted down quotations that had interested him.gféat de
of access to the detailed contents of another persond is highly unusual.

However, beyond the already long-familiar idea that brains are composed of interconnected
units that are somehoresponsible for conceptual associations (Hpaklg19), Livingston Laves
knew nothing of the neural mechanismwvalved. Today we ae in a very different position. It
was knowvn by the 1980s that certain drugs can increase or decrease the assaoige of
conceptual thinking, leading to more or less inekeisend/or idiosyncratic combinations
respectrely (e.g. Shav et d. 1986; cf. Eysenck 1994: 224-232). Andwave havemuch more
data, and manmore neuroscientific (not least, neurocomputational) concepts, to work with.

This isnt to say that we can o come closer to literary particularism than Livingstorwies,
for instance, could. In otherosds, its mot to say that neuroscience couldereexplain just
how/whythis idea was associated withatidea on a gien occasion. Even if the idea in question
could be neuronally located (as intentional verbs, for instanee, lie®n located in the pSTS:
Allison et al. 2000; Castelli et al. 2002; Frith and Frith 2003), the specific association that arose
in some indridual’s mind could not bexglained in detail--still less, predicted. Wever, we saw
in Section | that particularist explanation/prediction is not the aim of science. Insofar as such
particularist insights arevailable the are post hochot predictve, and are to be found rather in
the humanities (Livingstone Lowes’ discussion ©he Ancient Marinerprovides some
exceptionally convincing examples).

Associatve mthways, havever, ae not all there is to combinational credti. There is also
the tricky issue ofrelevance. Concevably, any concept could be associated withyasther, by
some sufficiently tortuous neuronal path. In that sense, shea’imit to the number of
"unfamiliar combinations" that are possible. But life is too short toviotialy highly tortuous
pathways. Even poets kia © provide enough context to makheir meaning communicable; and
evayday speech, in general, has to be understoodediately. In other words, those me
combinations which wevalue, so which we rgad as "creati€’, invariably involve



relevance--&en if the releance is not immediately apparent.

An insightful computational approach to nedece suggests that we Jea e/olved an
involuntary, and exceptionless, principle of communication (and problem-solving) based on a
cost-benefit analysis, weighing effort amgst effect (Sperber and Wilson 1986). The more
information-processing effort it ould tale to kearx in mind in the context of, the more costly
this would be: and high costvgs low relevance. The more implications @ading things of
interest to the indidual concerned) that would follofrom considering, the more d&ctive it
would be: and high effesteness gres high relevance.

The suggestion here is not (paradoxically) that we pre-compute just drateééct would
be involved in considering a certain concept. Ratlieere must be psychological mechanisms
evdved for recognizing rel@nce. For example, our attention is naturally (sic) caught by
movement, because moving things are often of interest. Similaven a rewborn babys
attention is preferentially caught by human speech sounds. Besides biimgtd our sensory
systems, relance recognition is uilt into our memories: i€ no &cident, on this vie, that
similar and/or frequently co-occurring memories are easily accessible, bwireg’ together in
scripts, schemas, and conceptual hierarchies.

Different cognitie drateggies may ary in the measure of cost or benefit thay thigach to a
given conceptual distance’. Surrealists, for example, tolerate greater distances than
straightforvardly representational’ writers and painters do--hence ttrerae unfamiliarity of
the nawel combinations found in their ark. The artiss personal signature, which canfeadt
mary different aspects of a creati work (see Boden 2010), can apply here: oneviddal
Surrealist may beven more fogiving of conceptual distance than anottg@milarly, different
rhetorical styles in literature\mlve dfferent levels of cost and/or different types of information
processing in both writer and reader: compare Charles Dickens and James Joyce, for instance.
(A literary personal signature may alswalve a peference for finding mansorts of releance
in certain conceptsnimals,for the poet Ted Hughes, for example.)

This analysis of rel@ance implies thatpacesymbolic computationalists such as Jerodér
(1983), laboured scientific inference ot a good model for eeryday, instantaneous,
understanding (Sperber and Wilson 1986: 66f.). Simjlarhejects the GOFAI assumption that
deliberate reasoning (which is needed by literary scholars and historians when puzaling o
obscure texts) is required for spontaneous interpretation (op.cit.,/5). Rather our
understanding typically depends on asso@ation-logical, guessing that is constrained by what
we tale to be elevant.

It follows that a satisictory neuroscientific account of combinational creativity would identify
the various mechanismsvalved for judging releance. Gven that this matter is a
verbal/conceptual version of the notorious frame problem (Sperber asdnW\L996; Boden
2006: 771-5, 1003-5), that is a tall order.

With respect to the other owforms of creatiity, theres more bad nes. For the are
significantly less amenable to neuroscience. Shaté in two ways.

First, we rarely kne all the constraints defining the conceptual spaces of art or science, still



less the computational processes required to explore and/or to transform them. Historians of art
and musicologists spend lifetimes in attempting to enaklistic constraints explicit, and
succeed only to a very limited degree. Sometimeg;, &en announce a gen dyle to be
unfathomable. For instance, an architectural historian specializing in Fraydk Waght's work
announced the style (the principle of "balance™) of his Prairie Houses to be "occult" (Hitchcock
1942).

One of the advantages of computer modelling is that it can sometimes helgltp dend to
test, aplicit theories about such matters. So, for instance, a computerised "shape grammar" has
generated very one of Lloyd Wrights forty-or-so Prairie House designs, plus masthers
clearly sharing the same style--withoueeproducing one that lacks this intw#ly recognizable
principle of unity (Koning and Eizenlgprl981). Morewer, this work has shown that the
fireplaceis key o the style. That is, when generating specific design-choices, changes to the
location of the fireplace (or to the number of fireplaces) result in changes to most other aspects of
the house.

The second type of "bad ws" is that, gen if we had defined the conceptual spaces
concerned, andven if we knew the generatie processes wolved in negotiating and changing
them, we wuldn’t know how these are neurally embodied.eWight assign them to some
central cognitte workspace (e.g. Baars 1988, Changeux 2002), to be sure. And we waght e
be able to locate that workspace, very braadlyhe brain. But knaeing just hav sonnet-form,
for instance, is neurally embodied, andwvhib is neuroplysiologically accessed in generating
"Shall | compare thee to a sumnsethy?", is way beyond the state of the art.

This is not just a difficulty in particularistic prediction, as discussed/eabrather it's a
difficulty in knowving how it is possibldor neurological mechanisms to implement sonnet-form,
and to exploit it so as to generate the line in question. Simikxpfaining--in neurological
terms--just hw the Prairie House style can generate the Henderson house, the Martin house, or
the Baker house (ddrent examples, each named after the clients who commissioned them) is at
present beyond us.

My own view is that it is likely to remain so forery maty years, perhapsven forever. That's
not because | agree with those philosophers (e.g. McGinn 1989, 1991) who argue that the
explanation of high-leel thought and consciousness is as far beyond the cagugpacities of
Homo sapienss theoretical pfsics is beyond the capacities of squirrels and chimpaniees.
believe tat position to be unnecessarily defeatistvéxibeless, there are some fundamental
problems here, which canbe olved by (theory-free) correlag lrain-imaging, nor by
reference, for example, to trial-and-error combinations and nexnlatien (Changeux 1994).

One of these problems concerns the neural implementation of hierdfdst of the styles, or
conceptual spaces, explored in art and science are hierarchical. The Prairie House fireplace, for
instance, is &y o the genre because it lies at a fundamented la the stylistic hierarch (the
"space grammar") concerned, so that a decision about the fireplace will constrgihatean
decisions about othesuperficially unrelated, matters. And the generation of "Shall | compare
thee to a summex’day?" requires exploration of grammatical hiergroht present, we hae o
good ideas about o conceptual hierarchies are neurally embodied, nav twey can be
rationally negotiated in creag thinking.



Still less do we kne how transformational procedures may be embodied which can alter
those hierarchies. Even domain-general transformations (swdnsisler the rgativeor drop a
constraint)are a mysteryAnd the neural basis of the nyatomain-specific procedures that led
from early Renaissance music (broadly: one composition, ey)e tkrough increasingly daring
modulations and harmonies, to atonal musicvenanore elusie (Rosen 1976; Boden 2004:
71-74).

One might suggest, at this point, that computer simulation could help. And in principle, it
could. Havever, a neuroscientificallyplausible model is going to be connectionist rather than
symbolic. Yet only symbolic models (a.k.a. GOFAI, or Good (ddHtoned Al--Haugeland
1985: 112) are well-suited to represent hienarc@onnectionist models, in general, are not.
Despite heroic efforts in that direction, this problem has not yet been solved (Boden 2006:
12.viii). Perhaps the most impressidatempt is Harmoy Theory (Smolensk et d. 1993;
Smolensk and Legendre: 2006), which draws on neuroscientific knowledgevevia, this was
specifically deeloped to deal with grammatical hieraycfsyntax), and is not clear hav it
could be generalized to model conceptual hierarchies such as artistic/scientific styles.

Even if it could, there would be a huge gap between harmony-theoretic modelling and the
neurological reality Most connectionist modelsgspecially those intended as models of
psychological (not just neurological) functions, rely on computational units which--as compared
with real neurons--are too neat, too simple, tag fd too 'dry’ (Boden 2006: 14.ii). In brief,
the networks studied by connectionist Al are very non-neural nets.

To be are, connectionism is becoming gradually more realistic. One receittodg,
featuring theLeabrasoftware system deloped by its authors, makes great efforts tograte
connectionist Al with neuroscience (O’Reilly and Munakata 2000). For example, thatiawti
function controlling the spiking of the simulated neuronkeabrais only "occasionally" dnan
from mathematical connectionism (p. 42). Usuyaityis based on facts about the biological
machinery for producing a spike, including detailed data on ion channels, membrane potentials,
conductance, leakages, and other electrical properties o&f oaly (pp. 32-48).Similarly, the
basic equations used Hyeabra when simulating high-lel phenomena such as reading or
conceptual memory are (usually) painstakingly drawn from detailed biophysical data. This is
true, for example, of the equation used for integratingyni@outs into a single neuron (see the
authors’ explanation of equation 2.8 on pp. 37 ff.).

The Leabraauthors dre the line at applying this equation "ateey point along the dendrites
and cell body of the neuron, along with additional equations that specifytheo membrane
potential spreads along neighbouring points of the neuron” (p. 38y. Adw no wish "to
implement hundreds or thousands of equations to implement a single neuron,” so used an
approximating equation instead. But, characteristictiiigy provided references to other books
which did explain ha to implement such detailed single-neuron simulations.

In general, the psychological modelsrédeped by O’Reilly and Munakata would verkeen
different had the neuroscientific data been different. Their discussion of dyslexia, for instance,
built not only on previous connectionistork (e.g. Plaut and Shallice 1993; Plaut et al. 1996),
but also on recent clinical and neurological information (pp. 331-341). As owlkdge of the
brain advances, future psychological modelsy-thelieve--will, or anyway should, be diérent



again. The see their book as "a 'first draft’ of a coherent fravok for computational cognite
neuroscience” (p. 11).

With respect to creaibty, this implies that we may hope for future connectionist models that
embody specific neuroscientific dats well asa better understanding of the comyple
computational processessatved in all three types of crewaty. But to hope is not to ka. (And
I’'m not holding my breath.)

I'V: Wittgenstein and neuroscience

I’ve assumed so far that it @herentto aim for a neuroscientific explanation of creiag-and,
for that matterof any aher psychological phenomenon. In other words, suchxplamation is
possible in principle, irrespeeé o whether it has been, or isee likely to be, achieed. And
I’'ve written as though the only reason for denying this is the mysterian thigt there is
something essentially quasi-magical about creatmibych puts it beyond the reach of science.

However, mary philosophers of mind would dgrthe possibility of a scientific understanding
of creativity--and of ay other psychological phenomenon--on very different grounds. These
writers include the followers of Ludwig Wittgenstein, who suggested inPhisosophical
Investigationg1953) that there is noue of psychological explanation between remarks about
conscious phenomenology and observations about the physical mechanisms of the brain. So, for
instance, Richard Rorty explicitly looked forward to "the disappearance of psychology as a
discipline distinct from neurology" (1979: 121).

Wittgensteinians in general reject psychological explanations posed at the sub-pevebnal le
so criticize thoseneuroscientific theories which define brain-processes coggiti (or
computationally), rather than purely neurologicallpey accuse neuroscientists of incoherence
due to the "mereologicahfiacy”, which is to attrilute to a part of a system some predicate which
Is properly attributed only to the whole (Bennett and Hacker 2003). In thisxtahie "system"
in question is the whole person, the "parts" are the brain (or parts thereof), and the "predicates”
are psychological terms such as knowledge, menbetief, reasoning, choice--and, of course,
creativity.

On this viav, there is absolutely no hope of a naturalistic psycholdggofar as psychology
exists as a scientific discipline it is said to be a hermeneutic, not a natural science (civélicDo
1994; Harre 2002). So neuroscience coukkneeplacepsychologyin the sense of substituting
for it. At most, a (non-cognitist) neuroscience could compensate for the lack of a caghiti
(sub-personal) psychology.

This rejection of naturalism in psychology reflects a deep divide in western phijpsdpth
we cant go into here (but see Boden 2006: 16.vi-viii). Avfeeuroscientists (such as follers
of Humberto Maturana and Francisco Varela: 1980) lie on the anti-naturalist side ofidee di
But the vast majority do not. Moreer, neuroscience itself has become increasingly
cognitvist--indeed, computational--since the 1950s (Boden 2006: ch. 14). Information-processes
and computational mechanisms argvr@onsidered crucial in mgmeuroscientific eplanations,
from studies of vision to the higher thought processes. And this paper duesl ahat the
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computational heel of theorizing is crucial in explaining creativjtpo.

So although Wittgenstein might seem at first sight to be the neuroscsensitl, perhaps he
is not such a good friend after all. Not a false friend, to be sure (for thgd vwvolve insincerity
or betrayal). But, in my vig, a mstaken one.

V: Conclusion

Nothing thats been said ab@ siggests that there canvee be a reuroscience of creatty.
Indeed, a neuroscience obmbinationalcreatvity is arguably within sight--if not yet within
reach.

It's mot yet in reach, partly because--as explained in Section lll--there are challenging
problems concerning mowe make judgments ofelevancewhen engaging in, or appreciating,
combinational creatity. A neuroscientific explanation of that is not within sight. Maep
given that this is a grbal/conceptual version of the notorious frame problem (Sperber iss@hW
1996; Boden 2006: 771-5, 1003-5), it is a tall order.

Further reasons wha reuroscience of creativity is not within reaclvalve herarcly, as
we've ®en. Clearly it must be possible, somehp for hierarchy--and all other aspects of
symbolic thinking--to be implemented in (broadly) connectionist systems. After all, the human
brain is such a systenHowever, we rneed to understand, much better than we do at present, ho
a hasically connectionist system can emulate a symbolic ove ¢bonectionism can emulate a
von Neumann machine).

In addition to highly general questions such as that one, we need to focus on the specific
structure of, and the generati processes within, the myriad conceptual spaces underlying
science and art. For neither exploratory nor transformational \atgatan be properly
understood without taking those computational features into account.
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