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Abstract:

This is a philosophical question, not a scientific one. There arg examples of Al-systems
whose products appear to be cnegtend whose processing fits the criteria of combination,
exploration, or transformation(Arguably, that's drictly true of transformation only if the system
is linked to contingenciesxeernal to the program.) But couldyaof them, or ag concevable
computer-based system, be "really” creti

That raises queries about whether "real" cvegtimust irvolve autonomy intentionality,
valuation, emotion, and consciousness. The answeeach case, is yes (sometimes, with
gualifications).

However, these concepts are hugely comérgial in themselves, quite apart from their relation
to creativity--and/or to Al. It follows that no clear answer can lengio the title-question. It
remains open, until we fia dear--and credible--accounts of all these matters.

I Introduction

Many philosophers, and mgnotherwise hard-headed scientists too, ydére possibility of a
computers ever being creatre. But that denial can mean dwery different things.

Sometimes, such people are saying that a computer could not geaygratentlycreatve
performance. That’ an enpirical claim--and i mstaken. There are manexamples of
seemingly create atificial intelligence (Al) programs. Some of theirvebresults hae been
exhibited in major art galleries such as thatel the V&A, and MoMA; others ka been
awaded patents (in US\g only given for ideas not "obvious to a person skilled in the art").

It doesnt follow that Al-scientists will ger be @le to engineer a neo-Chopin or neo-Mozart
(although that goal has been approached more nearly than most people imagine: Cope 2001,
2006). Its even less likely that there willver be an Al Shakespeare: the richness of the pset’
world-knowledge and, \en more important, the subtlety of his (and his readers’) judgments of
relevancewill not, in practice, be matched (Sperber and Wilson 1986; Boden 2006: 7.iii.d).
However, such individuals are thereme de la @me. Respectable, albeit lessexamples of
(apparent) Al creativity already abound (Boden 2004).

But sometimes, the sceptics are saying itnaspective of its performanoghich might @en
match superlate human examples, no computer could "really” be cvealihe creatiity, we
are told, lies entirely in the programmérhis is a philosophical claim, not an empirical one. On
this view, it follows from the very nature of creativity that a creéatcomputer is not a mere
practical impossibilitybut a contradiction in terms.

The case for that position can be made from opposite directions. On the one hand, it may be
said that computerpossesssome some specific property which yas them from being
creatve. On the other hand, it may be said thatytteck some specific property/ies that humans



have, and which is/are necessarilyvmlved in genuine creaity. The commonest candidate in
the first class is being programmed (see Section IlII). Common candidates in the second class
include autonomyintentionality consciousness, values, and emotion (see Section V).

| have put the question in thisay, i.e. speaking of "computers"”, because that is the way in
which most philosophers (and others) express itvéder, the question wuld be better put in
terms of computetbased systems, computing metsms,or perhapsinformation-processing
systemsn general. Thas because, for most people, the term "a computer” brings to mind a
familiar, and relatvely simple, type of machine--perhaps sitting on eri@p or the Wing-room
table.

Granted, the "simplicity" of these familiar machines is only nefatiThe variety of
information-processing functions carried out by todagmputers is very much wider than most
people belige. Not every current computing system is neatly GXDer connectionist (the only
types of computation usually considered by philosophers). Even a desk-top PC harbours
unsuspected complexities.

For example, some computational architectures cannot be simulated byirg Tachine
(TM), because the have a rumber of interacting subsystems running concurrently and
asynchronouslyA humble PC has a number of concurrentlyvactibsystems, controlling (and
responding to) deces such as hard-sies, DVD-reader internet connection, mouse, and
keyboard. Each one de#rs an "interrupt” signal when the redéat device is ready to process;
wheneer two or more interrupts happen to occur simultanequblsy may be handled according
to pre-assigned priority rules, or theay be dealt with in random ordéress humble computer
systems, such as those controlling an airliarer e/en more compl&. In general, computers that
interact in some deep way with the maasynchronous changes happening in theiyspial
environment will not behee like TMs, unless that environment is egplient to a TM--which is
unlikely to be true of chemical processes, weather systems, human brains, or the Internet. (These
computers are very predictable most of the timeyeuer, because computer scientistsvea
developed ways of making them interact harmoniously and in accordance with specific rules.)

Nevertheless, and despite these often-ignored coxii@s, it may well be impossible-agn
current technology--towild a sngle computewith suficient power to meet all the requirements
for creativity that are outlined belo Perhaps wel need thousands of them, liex in a tightly
integrated network.

More to the point, our current computers, with theweie hardware attachments (sensors,
effectors, and communication channels), merely skim the surface of the huge variety of
information-processing mechanisms--including chemical information-processing
mechanisms--that are probably required for humae;land much animal, intelligence. Future
computerbased systems will doubtless be different in various ways. For instance, a pioneering
computer model of the modulatory effects of diffusing chemicals in the brain reflects the fact that
the computational functionsf certain neurones may be temporarily alteregnehough their
connectivitiesremain unchanged (Smith et al. 2002). In other words, in a neuroscientifically
realistic network, the anatomical pattern of neuronal connedsanstall there is to it. Similarly
(andpacecritics of Al such as John Haugeland: 1978), the diffuse effects of chemically-induced
moods, for instanceyre not beyond simulation in computer models.



In short, the widespread sceptical intuitions about the eestitations of computeras we
now know thenmay well be largely correct. But theeed not apply to all possible computer
based systems.

In Sections Ill to VI address some of those sceptical intuitions. But first, we need some
clarification of the notion of creativity.

[I: What iscreativity?

| said, abae, that the denial of computer creativity can meaa tifferent things. | should rather
have sid that it can meamanydifferent things. Br there is no unersally accepted definition of
creativity.

That's not surprising. Most concepts cannot beegihard-and-&st definitions that capture all
the sub-varieties, and that neako arbitrary decisions about near-misses and borderline cases. T
understand the concept, then, we need to focus on the similarities and differences between those
varieties, near-misses, and borderline cases. In otbedsydichotomous questions asking "Is
this an X,yes or no?"and essentialist disputes about "What ised]ly?" are usually misguided
(see Sections IV and V).

However, if quibbling about spurious dichotomous distinctions is a waste of time, comparing
alternatve definitions is not. Br it helps us to map the logical geograpif the concept--gr
better the phenomenon--in question. The possible candidates for theutattrilof creativity
differ from each other in at least as mavays as do instances game,or chair (Wittgenstein
1953). As a result, what people understand by the term--whgmléhey to give a lard-and-fast
definition--can differ on a number of dimensions.

Some people, for instance, use it to mean the productionvef raeas and/or artatts--
whether or notthese are valuable in yarway, and (if so) whether or nottheir originator
recognizes theiralue. On this vie, a £hizophrenics word-salad is create purely on account
of its novelty. Its potential (for third-party use) as a source of poetic imagery isvengleas is
the persors avn inability to recognize, andalue, that potential. Léwnise, Johannes Kepler is
here seen as being no less cueatihen he declared his wedea about non-circular planetary
orbits to be "a cartload of dung" than whervesal years laterhe realized its value ("Oh, what a
foolish bird | hae been!”).

Others do include aalue criterion (with or without a requirement that the originator recognize
that value), so that mere veity isn’t enough to qualify for creatity. This implies that the
identification--and xplanation--of creativity is not a purely scientific mattesr science mads
no value judgments.olbe sire, it might be able toxelain why we acept certain alues:
evdutionary psychology suggests wthere is such a widespread tendetacprize shininess, for
instance (Coss and Moore 1990; Coss 2003: 86-90). Buiirsipohat a feature is very useful for
certain purposes (e.g. for life and/amkitionary surwal) is not, in itself, to she that those
purposes are indeed valuable.

The value/s concerned in our judgments of creativity range very whdebt are diferentially



accepted by distinct social groups, so that disagreements on attributions of creativity arise
accordingly Some are relately long-lasting, whereas others are subject to quick-changing
fashions. Morewer, mary are domain-specific: the values considered appropriate to judgments of
creatvity in physics, saydiffer from those applied in painting, or poetWhether ay values
(symmetry perhaps?) are wersally accepted, and/or applicable to domains as different as
physics and art, is a further contentious question (see Boden 2009: 8.i

Yet other people interpret "melty” very strongly so hat if it turns out that Bloggs had the
idea in question before Robinson did, then Robirsiolea wasnt truly creatve dter all. And as
for Bloggs and Robinson themselves, some philosophers insist that no individual should be
marked out by this honorific, because creatdeas arise within human groups (some of whose
members are systematicallyelooked in attributions of creatity, or even "discovery": Schafer
1994).

Finally, if one takes the termsleasand artefactsliterally, then biological golution cannot
properly be called creas. Yet it's diten regarded as a hugely creedi process.

In short, the concept of creativity is highly slippe®ince it is used in so mgurvery different
ways, discussions often founder because the discussants are talking at cross-purposes. As
remarled abwoe, none of these can be pronounced "right" or "wrong": all reflect some aspects of
the phenomena being discussedvéshless, it will be helpful here to pick one reasonably clear
definition of the concept, with which to structure the argument.

My own definition sees cresify as the ability to generate creatiideas (a shorthand term,
which includes artefacts)--where a creatidea is one that isovel, surprising and valuable
We've just seen that "valuable" can beregi multiple interpretations. But the other terms, also,
have nore than one meaning: "wa@" has two, and "surprising” has three.

First, an idea may be weto the originator;in that case, it is psychologically creati(P-
creatve, for short). Or it may be, saif as is known, meto the whole of human thought: that
case, it is historically creas, or H-creatve. Clearly, P-creatvity includes H-creatiity, because
a historically nev idea must also be weto the individual concerned. H-creativity is the more
glamorous phenomenon, and (as noted/@bis sometimes assumed to be essential to aigati
properly so-called. For our purposes hereydsar, P-creatvity is the more interesting. That’
because it leads us to consider the psychological mechanisms that underlie originality--and
which may or may not, be simulated owen instantiated in computers.

Those mechanisms underlie the second aspect of my definition, naswueprise.
Phenomenologicallythere are three types of surprise that we may feel on first encountering a
creatve idea (whether our own or someone else’s).

One is the surprise we feel on seeing something happen which, because it is statistically
unusual, we didm’expect--tut which we alvays knev (or would hae dlowed, if wed been
asled) to hae been possible. An example is the 100:1 outsider winning the horse-race. The
second is the surprise of seeing something we tapect, and had wer even considered--but
which, once it arises, we can see to fit into some previously familiar pattern. For instarwee, a ne
painting or musical composition by an artist who has already mastered an established style. And



third, is the shock wexperience when presented with amnilea that is seemingly not just
improbable and/or unexpectedjtldonnrightimpossible. (Closed-ring molecules, for instance,
at the time when molecules were still thought of as being open strings.)

These three forms of surprise correspond to three types ofvityeajenerated by diérent
psychological mechanisms (Boden 2004). The firgtoimbinationalcreativity, which involves
the unfamiliar juxtaposition of familiar ideas. (Think of poetic imagewysical "quotations”, or
visual collage.) The generadi processes, here, are those of asseeiatemory.

The other tw types of originality are closely related, since each springs out ofveopss/
accepted style of thinking, or conceptual spaceeXploratory creatvity--which, on a first
encounter dlicits the second type of surprise distinguishedvabeome familiar style/space is
explored by generate pocesses that constructuwebstructures informed, and limited, by the
constraints defining it. (Think of a we fugue, or the synthesis of awenolecule within a
known chemical &mily.) Sometimes, thexploration is deliberately aimed at diseang and/or
exhibiting individual constraints, and/en at esting their limits. Those sorts of exploration can
be done not only by the creatbut by the "audience’ too. This is whhe (structurally-based)
surprisingnes®f a Bach fugue, for instance, may continue toagegus, ¥en though the initial
feelingof surprise is no longer aroused.

The third type idransformationalcreativity, wherein the neel structure does not fit into §n
known style--and en ssemsimpossible on first acquaintancgypically, transformation follows
on conscientious exploration. Pure exploratiomegiway to transformation when the originator
alters (or drops) some previously recognized constraint or adds one or momnes This
enablesfundamentallynewv structures to be generated, which were impossible veldbi the
previous (untransformed) style. The psychological mechanisms concerned aregdothtery
(generatre) and constraint-altering--where certain classes of alteration (e.g. constigehbonge
can happen to maudifferent constraints, in mardifferent domains.

Transformation is not creatioex nhilo. Some of the previous genexeti onstraints will
remain; and the n@ constraints may shwtraces of their pre-alteration ancestors. @ndhe
most shocking neelties will be someha related to the old style. This relationship may not be
immediately apparent, still less well understood. Acceptance of thestnectures as being
"valuable” may ta& ome time, for the stylistic similarities and féifences must be both
recognized and tolerated.alflo Picass@ aubist canas Les Demoiselles didgnonwas initially
rejected een by his artist friends; when it was finally exhibited avfgears later it caused a
public scandal.)

In other words, if one includesle within the concept of cresty, then structural change in
thinking-style is not sditient for attributions of transformational credtly. Fresh judgments
about value are required, since (by definition) some previously accegtedi\constraints will
have keen ignored. And some of thewmealue-judgments may depend on the extent to which the
newly-transformed style can support furthreploratory creatvity of an interesting kind (see the
comparison of tw graphics programs in Section IlI).

[11: What creativity-denying features do computer s possess?



It's commonly said that computer creativity is a contradiction in terms because the computer is
programmed. It does what it has been told to dpbetter,what it has been empowered to do
--by its programmer(The qualification is needed partly because the human being often cannot
predict the machine’ performance. Een more to the point, the program may enable the
machine--perhaps in contact with the external world, including the Internet--to
learn/deelop/evolve preferences very different from, perhapsre antithetical to, those of the
programmer.)

In other words, being programmed is the antithesis of being autonomous--which (so this
objection runs) is a necessary feature of orggtiWhatever genuinecreatvity is involved in so-
called computer creativityhen, must pertain only to the human programmer.

People making this objection may alldhat combinational and exploratory creativity can at
least besimulatedby computers. But thyetypically drav the line at transformational creaty.
For this involves not just a ve thought but a ne way of thinking--and that, it is claimed, cannot
even be smulated by Al. After all, the sceptic will sathe rules/instructions specified in the
program determine the compugepossible performance, and thereo ging beyond them.

That remark is correct. But what it ignores is that the program may includdautsnging
itself. For example, it may be able to learn--perhaps on the basis of unpredictable input from the
ernvironment, or perhaps due to its self-monitoring of internal 'experimentation’ of various kinds.
Or, more to the point for our purposes here, it may contain genetic algorithms, or GAs (see
Boden 2006: 15.vi).

GAs can ma& random changes in the prograntivn task-oriented rules. These changes are
similar to the point-mutations and crogas that underlie biological velution. Mary
evdutionary programs also includef#énessfunction, which selects the best members of each
new generation of task-programs for use as ’parents’ in tiemoend of random rule-changing.

In the absence of an automated fitness function, the selection must be made by a human being.

Evolutionary programming can result prima facieexamples of transformational Al.oF
example, Karl Sims’ (1991) graphics program produces images that often differ radically from
their predecessors, witto visible family resemblance. Thatpossible because its GAs allaot
only point-mutations (e.g. changing a numeral) within single programmed instructions, but also
concatenations and/or hierarchical nestings of entire image-generating programs. So the program
often arousesnpossibilistsurprise in the human beings observing it.

Whether Sims’ computer system could delitransformedstylesas well as transformetems
is another matteiFor family resemblance is the essence of style. A style is a general pattern of
ideas/artedcts that is sustained@ time by the people adopting it. Sims’ program cannot sustain
a dyle, because a reladly fundamental mutation may occur atyatime. Indeed, human
selectors who try to steer the systerwaals certain colours or shapes areagis frustrated:
sooner or lateunwanted features appedm brief, Sims’ program is almosbo transformational.
Other @olutionary programs exist which alloonly minor mutations, and correspondingly
minor transformations.df instance, a GA program inspired by the sculptor William Latham can
generate a sustained visual style (Todd and Latham 199V this is new-ish rather than
new, being highly reminiscent of the style of its human programmer/selector.



| said that \arious prima facie examples of transformational Al volve evolutionary
programming. Wi that cautious”prima facie"? Sims’ program, after all, does generate
radically transformed images. And Latharpfogram generates new-ish visual styles. Meeeo
mary highly efficient algorithms ha been automaticallyvelved fromrandombeginnings (for
an early example, see Hillis 1992). If tlsatbt transformation, what is?

Well, the objection here is a variant of the familiar argumentAhatmputer can do only what
its program tells it to do. It is posed by people who takthe biological inspiration for
evdutionary programming seriously §Ree 1985; Cariani 1992; see also Boden 2006: 15.vi.c).
They point out that programs are abstract systems, and as such are logically self-cont@ned. Ev
evdutionary programs, li& those discussed abm are essentially limited to the possibilities
inherent in the GAs and other rules supplied by the program@euine, truly radical,
transformations can arise in awolving system, these objectors argue, only if it interacts
physicallywith actual processes in the outside world.

Their favaurite example concerns the origin ofwnergans of perception.They allow that
once a light-sensor has arisen in a biologicgaasm, it can become morewerful as a result
of genetic mutations that can be approximated in Al programs. So an inefficient cowgater
system might, thanks to GAsyalve into a better one. But tHest light-sensoyrthey insist, can
arise only if some mutation occurs which causes a bodily change that happensetthenak
organism sensitie o light for the very first time. The light--considered as ayspdal
process--ws alays out there in the erld, of course. But only no is it 'present’ for the
organism. Onemight say that only n@ has it passed from the world into theveanment. That
acceptance of light as part of thegarism’'s ewironment depends crucially on ysical
processes--both in the world and in the living bo&lyd these processes (so the argument goes)
have ro place in Al.

These sceptics (and maathers) assume that Al is either simulation in a purely virtualdy
or abstract programming that defines all the interactions that can happen between program and
world--as in computer vision, for example. It follows, ysay, that the generate potential of a
computer program is constrained accordin§g dthough much-impreed atefacts can result
from evolutionary computing, no fundamentallywmeapacities can possibly arise. For instance,
if the physical parameters foreseen by the programmer as potentialarebtiont happen to
include light, then no artificial eye carvee ememge. In general, there can be genuine
transformations in Al.

That may be true of Al systems that are purely virtual simulations with no representation of
physical parameters--as both Sims’ and Latlsambgrams are. But (for reasongp&ined
below) it need not be true of all virtual simulations. And itemonstrably not true of all Al
systems--in particulaof some work in so-called "embodied” Al. Indeed, recent research in this
area has resulted in theotution of a novel sensorthe \ery thing which these critics claim can
happen only in biology.

In brief, a team of researchers were using a GAvtbve oscillator circuits--in hardware, not
in simulation (Bird and Layzell 2002)oTtheir amazement, tigeended up with a primitie radio
recever. That is, the final (automatically selected) circuit acted as a radio antenna--a "asdio w
sensor'--that picked up and modified the background signal emanating from a nearby PC



monitor.

On investigationpost hoc,it turned out that thevelution of the radio-vave sensor had been
driven by unforeseen pysical parameters. One of these was the aerialfibperties of all
printed circuit boards, which the team hddoreviously considered. But otheek parameters
were not merely unforeseen but unforeseeable. For the oscillatonidretfethe @olved circuit
depended largely on accidental--and seemingly wraate-factors. These included: spatial
proximity to a PC monitor; the order in which the analogue switches had been set; ad the f
that the soldering-iron left on a nearby workbench happened to be plugged in at the mains.

If the researchers had been aiming tmhee a madio-recerer, they would never have
considered switch-order or soldering-irons. Naywd either of these matters necessarily be
relevant outside the specific (physical) situation in which this research was done. On another
occasion, perhaps, arcane physical properties of the paint on the surrounding wallpaper might
have dayed a role. So we cdrbe sire that gen research irembodiedAl could confidentlyaim
to evolve a rew gnsor The contingencies wolved may be too great, and toarwus. If so,
doubt about (non-accidental) genuine transformations in Al still stands. But tlyatahe
sometimes happen unexpectedly is clear.

As suggested ale, unexpected transformations mightvem happen in apurely virtual
simulation, provided that it modelled the ralet interactions with the physical environmentr F
example, when Sims (1994) used GAs volee the anatomy and behaviour of creatures made up
of 'blocks’ of varying shapes and sizes, he found that someesnim lifelike ways whereas
others, although equally fefient, did not. Their style (sic) of mement was hugely dérent
from anything seen in biology--indeed, it was biologicathpossible. On inspection, it turned
out that Sims had mistakenly omitted a specifigsptal parameter from the simulatedypits,
and some creatures hadolwed to take advantage of this. When he added it, and restarted the
experiment, no non-lifelie behaviour appeared. So environmentally-based transformations
might be in principle impossible in a purely virtual modely if they depend on specific features
of the physical world that could ve be included, because theesist algorithmic simulation.

In sum, its true thatinsofar asa computers performance is caused by its progranergthing
it does was someho implicit in the instructions (perhaps including GAs) provided by its
programmerOnly insofar as it can be affected by unforeseemts can genuinely metypes of
result emerge. Manof those gents will be external to the system itself. whwer, they might be
cultural/semantic as well asysical: accidental interactions with text or imagery on the Internet,
for instance, might occasion creatiransformations very different from what the programmer
ervisaged (see Boden forthcoming.) Moveg they could also include internalvents, if the
system could perform information-processing interngllgying around in various ways (e.g.
making n@el combinations and exploring existing styles) with the structures already present in
it.

IV: What essential features of creativity might computerslack?

Weve already seen that the concept of creativity is complex, and highly slifghéryhe kinds
of slipperiness identified in Section Il are only part of the philosophical story here vifyaati



normally taken to be a property ofwmédeas and artefacts, and/or of the people who originate
them. Nav, we nmust ask whether it iolves features which computers;-tetter computer-
based systems (see Section I)--lack.

Specifically does it imply autonomyintentionality consciousness, value, and emotion--all of
which are commonly assumed to be denied to computers?

Two different questions arise here. One (the topic of this Section) asks whether each of those
concepts is indeed crucial to credti. The other (addressed in Section V) asks whether each is
indeed necessarily lacking in computers.

A cavat: These questions are posed in essentialist téfomacial to creatvity”, and
"necessarilylacking”). Yet in Section I, | repudiated essentialist approaches. Hardaahd f
definitions, generating dichotomous distinctions, draveilable for ary concept of interest, and
certainly not for creatity--nor, in turn, for autonomyintentionality consciousness, value, and
emotion. It follows that each of the questiompressed abh@ @an be misleading. Nertheless,
they will be helpful in structuring our discussion--much as focussing on a particular definition of
creativity can be helpful too.

The notion ofautonomy,or self-direction, is implicit in talk of someomseoriginating” an
idea. Indeedgreatvity is often thought of as a species of freedom. This need not be understood
(although it often is) as freedom in a strongly wdiial sense. W saw in Section Il that some
philosophers stress the social sources of originaditg are wary of ascribing the creati
responsibility to individuals. (For a psychologsstefence of this position, see Csikszentmihalyi
1999.) Een so, each member of the group of interacting, and perhaps deliberately cooperating,
people is assumed to share the general human property of freedom, or autonomy.

My own definition of creatiity (in Section Il) tacitly assumed that thevebidea was freely
generated by the person concerned. Or rathessumed this with respect to H-creatideas.
The case of P-crea# ideas is sometimes ratherfdient. Sometimes, the origin of a P-creati
idea can be predicted by a third padyeven largely brought about by their influence. Think of
Socratic dialogue, for instance. Here, an idea that has oecurred to the pupil is deliberately
eased into existence by the tutdrheres a eal sense in which the studemas notwholly
autonomous in coming up with the P-creatdea.

In the normal case, n@ver, the person realises the (perhaps very old and/or very widespread)
idea for the first time without such direct intervention. The P-eseadiea may of course, be
suggested/triggered by somevieonmental cue. But tha’just to say that the thought isn’
random--not that it ishautonomous.

In short, all H-creatiity, and almost all P-creatity, is autonomous. I8 made possible partly
by idiosyncratic personal xperience, and partly by powerful (including meta-cogajti
information-processing mechanisms provided gligion. The same is true of "free choice” in
practical and moral reasoning (see bgldn short, and despite all the nyasociocultural (and
physical) influences on thinking, creatiideas are freely generated.

What of intentionality (alias aboutness, or meaning)? This is, by definition, an essential



property ofideas. And it's essential toartefacts,too. For an artefact is not merely aypical
thing mary of whose features ka keen caused by a human being: that description would fit a
collapsed tomato, accidentally trodden underfoot. Rather a physical thing whose»astence
and/or some of whose featuresvéaleen brought about by human action--typicalby
deliberate human action. (Drop the "human", here, and one could thbid artedcts might be
made by the actions of chimps, or by tool-using crows: Weir et al. 2002; Kacelnik et al. 2006.)

Some artefacts, to be sure, are not brought about by deliberate action:poesns and
paintings of the Surrealists of the 1920s, for example. These artisigeghiy automatic writing
and painted while in trance states, in order to prioritize the unconscious mind--which Andre
Breton declared to be "by far the most important part [of our memiddift Indeed, Surrealism
was defined by Breton as: "Pure psychic automatism by which one proposgprés<s... the
actual functioning of thought, in the absence of emntrol exerted by reason,xempt from all
aesthetic or moral preoccupations” (Breton 1969knEN one accepts this description atd
value, havever, one must grant that these artefacts arise from intentional, allveitintary,
processes--namelyunconscious ideas and/or "automatic'ut(bmeaningful) psychological
processes.

So if creativity is defined--as it usually is--by reference to ideas and artefacts, it must be
intentional. (Biological eolution could not then be classed as truly creatilespite the man
nearimpossibilist surprises in phylogenesis: see Section llyealfor it produces ng organs
and n&v species, not ng artefacts; and it does this by means of non-intentional processes.)

The third item in our list of &y @ncepts here is consciousness. What of that? Doesvigeati
necessarily molve aonsciousness?

WEell, one might doubt this. For €' not only the Surrealists, with their explicit stress on the
artist's unconscious ideas and automatisms, wheehaiggested that consciousness not
essential to creafity. It has long been noted that creatideas are often generated without
consciousness--much to the surprise of the person concerned.

For instance, the may ’'pop up’ during artistic work or problem-solving without the
originator’s being able to say hothis happened. Or tigamay arise in the so-called incubation
phase of creatity, while the person is consciously thinking about something entirdigrelift,
or even asleep (Boden 2004: 29-35, 256-261). Ma@pthey are alwaysgenerated without full
consciousness of the processeglved. But so too are the sentences we usevanyday
corversation, and the perceptual, motard intellectual judgments that we make. (Th&#rdly
surprising: if all such data, orvey processing-kel, were consciously\ailable, they would
present a paralysing informatiorvenload.) The partial unconsciousness of creativitytisn’
special case--although people often speak of it, with awe, as though it were.

Why, then, is it so widely belieed that creatrity requires consciousness? The reason, |
suggest, is that mgnof the creatte ativities of adults (in arts, crafts, and science) are
consciously monitored throughout, sometimes in a highly self-conscious way (Harrison 1978).
Even more to the point, thietypically involve a onscious judgment that the final idea is
valuable. Indeed, tha’'why some people are willing to ascribe "credy" only if the creator
recognizes the value of their own idea--apler at first, did not (see Section Il); and as young
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children, despite their high P-creaty, in general do not. WhenaBlo Picasso declared proudly
"Je ne terche pas, je touve!", he was denying only sustained deliberation (and error) on his
part, not conscious appreciation of thauvaille.

This consideration suggests that the fourth item on our list is included within the third. In other
words, valuation is one of the magmpecies of consciousness. According to the Surrealists (and
their inspiration, Sigmund Freud)aluation is sometimes unconscious. Bugrethey allowed
that their unconsciously generated artworks attracted their consciousahpproe thg had
been formed. Breton (1937: 31ff.), for instance, gpok the artist as a vigilant aichman
(guetteur)in preconscious aters(les eaux pe-conscientes)Whether or not someongicitly
includes positie value in their definition (as | do: see Section Il), people discussing creativity are
in practice interested only in thosevebideas which someone appes. In brief, positre value
is normally treated as an essential aspect of the concept.

Similar remarks apply t@motion,the last item on the list. | danknow of anyone who
explicitly defines creatiity with reference to emotion. My own intuition, here, is that a P-aeati
idea might perhaps be produced, and miglehebe recognized as valuable by its originator
without ary specific emotion being wrolved. If thats 9, then identifiable emotions (as distinct
from the positre dfect involved in judging something to bedlable™) arert’strictly necessary
for creativity.

However, creatvity in the arts is often associated with deep, and deeply personal, emotions. A
poets, or an architeat, grief at losing a Mer may inspire a masterpiece ttgeaedmired for
hundreds of years. And emotions of maiifferent kinds appear to bevoived in other cases of
artistic creatrity. Nor is scientific creativity immune to emotion. Perhaps rrely driven by
grief, but it's ometimes dxien by jealousyeven if of a relatively superficial kind. And i dten
inspired by a passionate desire for recognition or monetary gain. The selfless quest for
knowledge is less common than scientiste ik make cut. Perhaps intellectual curiosity &
Archimedes, and led him to leap from his bathxaitement on originating his rmel, and highly
valuable, idea--but\en he expected to be mearded by the king.

Indeed, positie valuation normally imolves some emotional tone,wsoeser mild that may
be. And maw creative thinkers hae reported strong emotions as an aspe@) a diving aspect,
of their work. So creativity typicallyf not necessarily alays, involves emotion.

As that word "dwing" suggests, an emotias notpurely a matter of conscious feeling the
contrary (as wéf see in Section V), emotionsvolve complex mechanisms deeply embedded in
our mental architecture, and are needed for schedulingtiastiin comple multi-motivated
creatures (Boden 2006: 7.i.d-f). Grief, forkaenple, and its gradual assuagement through
mourning, ivolves obsessional memories, sudden interrupts, and frequent distractions of goal-
driven ectivities. Hawvever, it also involves intense feelings of sadness, desolation, and loss. It is
these conscious aspects of emotion, or emotional qualia, which people norraally nand
when thg speak of emotions in creaé tinking. In the context of our discussion, then,
emotion--like value--is a species of consciousness.

In sum: autonomyintentionality and consciousness (includingluation and emotion) are
indeed--with minor qualifications--typical of creaty. It's not surprising that philosophers of an
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essentialist dispositiongerd them agssentiato creativity.

V: So could a computer really be creative?

To ask whether a computer could "really" be creatis to ek whether ay of the concepts
considered in Section IV is forer barred to computers (or to computer-based information-
processing systems). The answer is clear in only one case: that of autonomy.

The presumption of autonomy asiae qua norof creativity is what dries the objection that
a computer can do only what its programmer tells/enables it to do. That objea®broadly
accepted ab@ (n Section lll)--althoughit was also pointed out that a computgeerformance
may be unpredictable, and mayee invdve the deelopment of values/preferencesry
different from those of the programm8o we nust allov that,in that strictly limited senseno
programmed system can be truly autonomous. In that sense also, then, computers cannot be truly
creatve ather.

This claim might be challenged on the grounds that some Al scientists--and some computer
artists, too--actually maka mwint of describing their systems as "autonomous". In saying this,
they are highlighting certain interesting features of the ways in which their machines function.
That is, thg are all (reasonably) distancing their compugg®erformance from an unalterable
program written by a human programmend thus (reasonably) asserting some degree of
independence on the machmgart. But thg are not all focusing on the same features, so are
using the term "autonomous" in threery different senses, to denote distinct types of
processing--only one of which is at all analogous to human freedom (Boden 2010).

Fortunately we reed not enquire, here, justwalose that analogy is--"fortunately", because
the concept of freedom is itself highly contentious elibost cognitve <ientists, | interpret it in
computational terms, as marking a particular type of cogftiotivational complexity (Boden
2006: 7.i.g; Dennett 1984). Some philosopheosil regard this viev as rot merely mista&n,
but profoundly absurd (see below). Yet if we alloss agued in Section lll, that programmed
systems do not possess autonomy--because the progwam|f it's ane which bears some
resemblance to human freedom,asw originated by a human being--that philosophical
disagreement can be ignored.

Comparable philosophical disagreements arise with respect to the etheorkepts here,
however. And the/ cannot be sidelined so quicklyntentionality and consciousness (ardues
and emotion, too) are hugely contessial. Indeed, the are so problematic that we don’
understand them well enough to be able to ask the question about "reaVitgreatisibly never
mind answer it.

Some philosophers will disagree. Thdeem it obvious, \&n nearaxiomatic, that computers
lack these &y poperties. This is true of writers in the broadly neo-Kantian tradition, from
phenomenologists to postmodernists--recemtigluding some analytical philosophers too (e.g.
McDowell 1994; Morris 1991; 1992). Martin Heigger for example, glossed intentionality and
consciousness d3asein,which he ascribed only to human beings. For orthodox Igget&ans,
even non-human animals lacBasein (a point disputed by some of his more scientifically-
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minded followers--Wheeler 2005: 157-160). The notion that it could be possessed by computers
is rejected by neo-Kantians adortiori absurd. So is the notion that intentionality couldrdoe
explained by science-ven by evolutionary theory and/or neuroscience. Yhargue that
intentionality is the ground of all our conceptual thought, science included, so a naturalistic
psychology is impossible (Boden 2006: 16.vi-viii).

Notoriously the split between neo-Kantian and naturalistic/empiricist views is the deepest
split within Western philosoph That's true even thoughanalytically trained philosopherswo
take neo-Kantianism more seriously than yhdid twenty years ago (cf. Williamson 2007). Not
only does it dect discussion on all philosophical questions (cf. Blackburn 2005), but it cannot
be definitvely settled: there is no knock-down argument on either side.

Jerry Fodor, responding to John McDxell's version of the anti-naturalist position, declared
that McDowell was "as good a contemporary represeptatithis philosophical sensibility as
you could hope to find", but insisted that:s'ifll wrong-headed. Science is@n enemy it's just
us" (Fodor 1995: 8). Praising Mclell’'s ook for raising "a number of our deepest
perplities”, he defiantly added "Which, Wwever, is not to say that | beliee a word of it"
(Fodor 1995b: 3). Notice that telltalxpgression,| [dont] believe a wod of it: Fodor was
admitting that he couldb’actually disprae McDowell's account. Certainlyhe had identified
several aspects of McDeell’'s core concept of "second nature" that he felt were mastak
unjustified, or merely metaphorical. (What is it, for instance, to "resonate" to meaning?) And
he'd offered his own, alterna®, claims. But &en the supremely self-confident Fodor didn’
suggest that these were strictly yaiole.

One brae--or perhaps foolhardy?--philosophically-minded computer scientist, Brian Cantwell
Smith (1996), has tried to bridge the gap by rolling intentionality and computation together
within his basic metaphysical definition. The philosopher Haugeland is quoted on his etistjack
as saying: "Smith recreates our understanding of objects essentially from scratch--and changes, |
think, everything." If Smith is right, then that is true. Butsithy no neans clear that he is right.

(My own view is that Smith helped himself to the "dynamic flux", hisrsion of Kans
noumenal world, without proper licence--see Boden 2006: 16.ix.e. He claims shptlled this
concept up by its own bootstraps, in his final 60 pages, to form a "consstlictietaphysics of
objects and intentionality--cf. also pp. 188f. But it seems to me thatdsetbis fundamental
philosophical question instead of answering it.)

Nor is this naturalist/neo-Kantian split the only problem here. On each side of the split, people
disagree among themselves. The naturalists, for instance--whom Fptkr, believe (sic) must
be basically correct--offer geral radically different accounts of intentionality.

A few, like Snith, offer highly eccentric theories wherein intentionality and/or information is
made metaphysically basic--i.e. not confined to minds, whether human or animal (e.g. Chalmers
1996). But gen the less eccentric approaches vary significaktly example, some naturalists
define intentionality as a causal phenomenon (Deet®84, 1995), others gloss it as
computational (Sloman 1986, 1987b), while yet others see it as samebted in biological
evdution (Dennett 1969; Millikan 1984; Papineau 1987).

None of these positions is free of difficulties. Thelationist Ruth Millikan, for instance,
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argues that a miraculously assembled molecule-for-molecule replica of a person (the so-called
"swamp-man"), with causal powers identical to those of a real human being, would lack
intentionality Although the samp-mars verbal responses would be justelieurs, his/its vords

would lack all meaning--simply because he/it had been nano-assembled, not biologically
evdved. My own viev (as someone sympathetic to Millikangpproach) is that this highly
counter-intuitve daim cannot be contradicteditomay be ignored, much as in practice we ignore
the theoretical possibility--according to statistical thermodynamics--of there being, if only for a
split second, a snowball in Hell. Ma&theless, it must be admitted that swamp-man is something
of an embarrassment. And swamp-mantiime only problem. Causal theories of intentionality

for instance, ha dfficulty accounting for noneridical content. In short, there is no theory of
intentionality which satisfies all naturalists.

But at least those disputatious philosophers can understand eachTdthesituation is \een
worse with respect to consciousness. Not only do the naturalists and neo-Kantians locate it on
opposite sides of the split, asking very different questions accordbuglithose gathered within
the naturalist camp are far from mutual intelligibilieve mind agreement (Boden 2006: 14.x-
xi; 16.iv.b). This is especially true with gard to what Daid Chalmers (1996) has called the
"hard" problem, name)yhe analysis/explanation of conscious sensations, or qualia.

The competing naturalist accounts of consciousness include a number that are expressed in
relatively traditional terms (e.g. Block 1995, 2001; Searle 1992), aed eore that appeal to
science. Some recent analyses leawilyean neuroscience (e.g. Baars 1988, 2001; Dehaene and
Naccache 2001; Edelman andndni 2000; Edelman and Seth 2009), while others are based in
speculations about quantum physics--thus inviting the charge of attemptingaasaimystery
by citing another (e.g. Chalmers 1996; Penrose 1989, 198kek\2000). One philosopher of
strong scientific sympathies argues--a position that is possibly correct, but in my vie
unnecessarily defeatist--that the mystery here is permanent, because the human mind simply
lacks the cognitie apacity to achie a sientific understanding of consciousness, much as dogs
lack whateer’'s needed to understand language or physics (McGinn 1991).

Besides all those candidates is a clutch of scientificially-influenced theories whiehnstrnik
people, including other naturalists, agere more counteintuitive than swamp-man. Thie
regarded as especially bizarreyea as wintelligible, when thg're applied to qualia. These are
the various computational theories of consciousness. Not all of them focus ey tpesgtion of
this Section, namelywhether there can be such a thing as "machine consciousness" (Holland
2003). Havever, anyone who offers a computational account of y(aaspect of) human
consciousness must admit that suitably similar computer-based information-processing systems
could, in principle, be conscious too.

Two of these theories are especially interesting: the analyses of human and animal
consciousness dedoped aer mary years by Marvin Minsk (1985, 2006) and by Aaron Sloman
(1999, 2000, 2010a,b; Sloman and Chyig2@03). Bothfocus on the computational architecture
of the mind as a whole, and thare similar in a number of ways. But Slomsatcount is more
systematic than Minsks (@nd is closely related to his discussions of philosophical problems
such as cause, freedom, possihiligference, and intentionality).

Sloman points out--what is often statedut balso often forgotten--that the noun
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"consciousness” is highly misleadingeW do far better to consider cases where a subject is
"conscious of" X or YThere are mansuch cases, in both humans and animals, whiderdif
considerably from each otherhey don'’t differ merely in intensityand nor do the fall on a
continuous spectrumRather they differ in their essential computational structure. In other
words, the multitudinousarieties of consciousness are aspects of the multi-dimensional virtual
machines which we call minds.

Like virtual machines in computers (Slomagwes), these aspects of mind are real, and ha
real causal éécts. Qualia, for example, are internal computational states thatduaous eflects
on behaviour and/or on other aspects of the mimdormation processing. Tiiean exist only
in virtual machines of significant structural complexity (he outlines the types of computational
resources that are required). Yhman be accessed only by some other parts of the particular
virtual machine concerned, and do not necessarnilg hay lehasioural expression. In particular
they cannot alvays be described (by higheelf-monitoring, levels of the mind) in verbal terms.
So whereas some computationalists--such as Daniel Dennett (1991, 1995haleaality of
gualiaewven in human mindsSloman does not. (This doesmean that he identifies them with
brain processes. Some computational states cannot be defined in the languaygsicaf ph
descriptions--gen though thg can exist, and h& cusal effects, only when implemented in
some underlying physical mechanism.)

We saw in Section IV that the aspects of consciousness which are closely related with, and
perhaps wen essential for creatvity are emotions, alue-judgments, and deliberate self-
monitoring. According to Sloman, in order to generate such phenomena the virtual machine
which is the mind needs to be of a certain kind.

Emotions, for instance, wlve sheduling mechanisms that are necessary in multiveoti
creatures acting in a comgland largely unpredictable avld (Sloman 1978, 1987a, 1993). (So
the emotionless MrSpock of Star Tek is an &olutionary impossibility.) Thas true een of
grief, which has dvien every RenaissanacPieta and mag other works of art besides. This
emotion, with its characteristic andvdise effects, can--and inevitably will--arise only in minds
architecturally capable of deep personaVelofFisher 1990). Sloman has explained the
psychology of this phenomenon, and its alleviation through mourning, in computational terms
(Wright et al. 1986).

More accuratelygrief and other emotions @ been broadly outlined by him (and by Mirysk
2006) in computational terms, using theoretical concepts and insightsn dram Al.
Functioning computer models based on his and Misskleas are very ¥e on the ground.
Indeed, most so-called computer models of emotion are based on very superficial psychological
theories. These normally assume, for instance, that emotion mmadtdivioural effects (which
precludes allowing that grief can endure for yeaes ¢hough it is often temporarily dormant, or
seemingly eclipsed by mirth). M@ver, a few vaieties of the emotion of anxiety v& been
simulated by Slomas’goup (Wright 1997; Wright and Sloman 1997; see also Boden 2006:
7.i.9).

The types of anxiety concerned are among those which a nursemaid might experience while

left in sole charge of a dozen hungatgention-demanding, and aati babies--in a nursery whose
two open doors lead onto a busy road and a garden stream. Crucragjiit experience” here
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doesnt primarily mean "might feel". (In other words, this is not intended as a model of qualia.)
For these distinct species of anxiety enable the nursemaid to prioritize heesrantl schedule
her actions appropriately.

They reflect the &cts that some goals cannot be pursued simultaneously (she has @nly tw
hands, after all, and cdrde in two paces at once); some goals conflict in a stronger sense, so
that at most one of them can be aclie some are hugely important, buvaeurgent; others are
both important and urgent; some are re&yi unimportant, but must be attempted urgently if
they are to be attempted at all; some goals may be postponed (perhaps only for a limited period)
while another is gen priority; and others, which cannot be postponed indefinitelyst be
abandoned if thecan't be ahieved quite soon.

Clearly, these facts apply to all tasks that require multi-v@otcheduling, where conflicts
between moties can arise for mandifferent reasons. So this ismherely a model of (some
types of) anxietylt illustrates the nature of emotion in general.

That's not to say that it fully reflects the architectural complexity of the human case. The
emotional demands on the simulated nursemaid, who has estyrsetives to follow, ae much
more complg than those represented in other current simulations of emotdhaflextent, the
are a significant advance. But real nursemaids, besides satisfyinyeharetives represented
in this model, hee t worry also about cuddling the babies, bathing them, changing them,
singing to them, protecting them fromadidectric plugs ... and so on.

The psychology of grief, and of manther emotions, is more challenging still. The necessary
structural compbety is orders of magnitude greater than that of emrrent computer system.
Even more to the point, it wolves architectural distinctions which we are only just beginning to
understand. So to attemptea to model (neer mind instantiate) grief in a computbased
system today would be hugely premature.

It follows that a computational understanding owhemme e&amples of human creativity are
driven by gief is available to us only in the sketchiest termsvittheless, these ideas help us to
understand ha grief is possible--and o among its map manifestations may be a de ©
commemorate the lostyed one in painting, poetror ong.

VI1: Conclusion

The previous f& paragraphs will strie some readers as ridiculous. For the notion that there
could be acomputationaktheory of consciousness (including emotions and valuation) seems, to
mary people, to be intuitiely absurd or een unintelligible. (It's worth mentioning, hwever, that
Slomané account of grief appeared in a journal whose eddsra onsultant psychiatrist, is all

too familiar with the raages of grief and mourning.) As already remarked, that reaction can
occur @en on he naturalist side of the philosophical fence--artkisigueuron the neo-Kantian
side.

To reject computationalism, a@ver, is not to agree on an alternai As we @w in Section
V, even the non-computationalist naturalists differ hugely about the nature of intentionality and
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consciousness. Should one appeal to neuroscience, or to quantum physics? Or to neither? Should
one fivaur a maerick philosophical position in which intentionality/information is
metaplysically basic? Or should one tiwvaup one’s hands in despaimproclaiming that these

matters lie foreer beyond human ken?

In sum, the question whether a computer couldr €really” be creatie is aurrently
unanswerable, because ivafves sgeral highly contentious philosophical questions. If weetak
the agument about autonomy serioydlyen we can agree that "Al-creativity" is a contradiction
in termsewen thougha computers performance may be very much more independent of its
program than is usually assumed. But if we appeal, rathertentionality or consciousness, the
guestion must remain open.
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